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) [2207.11363] Knowledge-Grounded Conversational Data Augmentation with Generative Conversational Networks

©) [2302.05096] Selective In-Context Data Augmentation for Intent Detection using Pointwise V-Information
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Donald John Trump| (born June 14, 1946) is the 45th and current president of the | United State
—— A Ty

wikiPagelD
Before entering politics, he was a businessman and television personality.| Trump born and raised in the
8om

New York City| borough o nd received a B.S. degree in economics from the | Wharton School | at the
Location Organization
University of Pennsylvania | . He took charge of his family's real-estate business in 1, renamed it
Organization

The Trump Organization |, and expanded its operations from and into | Manhattan arents Frod Trump, Mary Anne MacLeod
Location Locati

Organization ocation
Residence White House

The company built or renovated skyscrapers, hotels, casinos, and golf courses. | Trump
 Person

later started various side ventures, mostly by licensing his name. He owned the M\s::.llJlmverse and Mriﬁ USA
sc sc

beauty pageants from 1996 to 2015, and produced and hosted  The Asfrcmlce
sc

, areality television show, from 2003 to 2015. | Forbes estimates his net worth to be $3.1 billion
Organization

Named Entity Recognition
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£ Spaces ' @ yentinglin/Taiwan-LLaMa2 © like 45 3 # App = Files & Commun ;;v;;:"'i\:glﬁf‘mO-aHusgingFacesnace

huggingface.co

Language Models for Taiwanese Culture

ca

Taiwan-LLaMa is a fine-tuned model specifically designed for traditional mandarin applications. It is built upon the LLaMa 2 architecture and includes a pretraining phase with over 5 billion tokens and fine-tuning
with over 490k multi-turn conversational data in Traditional Mandarin.

Key Features

1. Traditional Mandarin Support: The model is fine-tuned to understand and generate text in Traditional Mandarin, making it suitable for Taiwanese culture and related applications.
2. Instruction-Tuned: Further fine-tuned on conversational data to offer context-aware and instruction-following responses.
3. Performance on Vicuna Benchmark: Taiwan-LLaMa’s relative performance on Vicuna Benchmark is measured against models like GPT-4 and ChatGPT. It’s particularly optimized for Taiwanese culture.

4. Flexible Customization: Advanced options for controlling the model’s behavior like system prompt, temperature, top-p, and top-k are available in the demo.

Model Versions

Different versions of Taiwan-LLaMa are available:

o Taiwan-LLaMa v1.0 (This demo): Optimized for Taiwanese Culture

© Taiwan-LLaMa v0.9: Partial instruction set

o Taiwan-LLaMa v0.0: No Traditional Mandarin pretraining

The models can be accessed from the provided links in the Hugging Face repository.

Try out the demo to interact with Taiwan-LLaMa and experience its capabilities in handling Traditional Mandarin!
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[ ] https://github.com/adamlin120/ADL-HW1-NTU-2021/tree/master/data/intent



https://github.com/adamlin120/ADL-HW1-NTU-2021/tree/master/data/intent

[

{
"text": "i need you to book me a flight from ft lauderdale to houston on southwest",
"intent": "book_flight",
"id": "train-0"

},

{
"text": "my check engine light is on and 1 need to take a look at it",
"intent": "schedule_maintenance",
"id": "train-1"

-

{
"text": "is the company party on my list of reminders",
"intent": "reminder",
"id": "train-2"

¥


https://github.com/adamlin120/ADL-HW1-NTU-2021/tree/master/data/intent
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https://github.com/adamlin120/ADL-HW1-NTU-2021/tree/master/data/intent
https://huggingface.co/datasets/yentinglin/ntu_adl_recitation
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® Datasets: @ yentinglin/ntu_adl_recitation© like 0

License: & apache-2.0

# Dataset card ’I= Files and versions & Community Settings

B8 Dataset Viewer & Auto-converted to Parquet <> APl Go to dataset viewer

Split

v train (15k rows)
validation (3k rows)
test (7.5k rows)

intent (string) id (string) text (string)

"i need you to book me a flight from ft lauderdale to houston

book_flight train-0 on southwest"

"schedule_maintenance" "train-1" "my check engine light is on and i need to take a look at it"

2 __ h . . . ‘ .

LS — "reminder" "train-2" "is the company party on my list of reminders"
-

l/‘ n "are_you_a_bot" "train-3" "are you a human"

"todo_list_update" "train-4" "i need to do cleaning so add it to my to do list"
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"text": "i need you to book me a flight from ft lauderdale to houston on southwest",
"intent": "book_flight",
"id": "train-0"

"text": "my check engine light is on and 1 need to take a look at it",
"intent": "schedule_maintenance",
"id": "train-1"

"text": "is the company party on my list of reminders",
"intent": "reminder",
"jid": "train-2"
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Pre-training Fine-Tuning

Figure 1: Overall pre-training and fine-tuning procedures for BERT. Apart from output layers, the same architec-
tures are used in both pre-training and fine-tuning. The same pre-trained model parameters are used to initialize
models for different down-stream tasks. During fine-tuning, all parameters are fine-tuned. [CLS] is a special

symbol added in front of every input example, and [SEP] is a special separator token (e.g. separating ques-
tions/answers).
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