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Debates about Agents

Agents are bringing about the biggest revolution in computing since we went from typing
commands to tapping on icons. — Bill Gates

| think Al agentic workflows will drive massive Al progress this year. — Andrew Ng

2025 is when agents will work. — Sam Altman

Current agents are just thin wrappers around LLMs.
Autoregressive LLMs can never reason or plan.

Auto-GPT’s limitations in ... reveal that it is far from being a practical solution.




General Agent Definition

“An agent is anything that can be viewed as perceiving its environment
through sensors and acting upon that environment through actuators.” —
Russell & Norvig, Al: A Modern Approach (2020)
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General Agent Definition

An agent is an entity that perceives and acts.
A rational agent selects actions that maximize its (expected) utility.

Characteristics of the percepts, environment, and action space dictate
techniques for selecting rational actions.
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Language Agents
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Reasoning by generating tokens can be view as an internal action

Internal environment, where reasoning takes place in an inner monologue manner
Self-reflection is a “meta” reasoning action (i.e., reasoning over the reasoning process)
Reasoning is for better acting, by inferring environmental states, replanning, etc.
Percepts and external action spaces are represented via languages

Al agents integrated with LLMs can use language as a vehicle for acting
| - Language Agents 1



Al Agent Evolution

Logical Agent Neural Agent Language Agent

Expressiveness

Reasoning

Adaptivity




Key Concepts for (Language) Agents

Reasoning
Memory
Planning



Reasoning

One of three key concepts for language agents



Language Agents
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* Reasoning: update short-term memory (context window)
» Retrieval/learning: read/write long-term memory
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Chain-of-Thought (CoT) (wei et al., 2022)

Standard Prompting

et

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

o

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

- )\

A: The answer is 27. x )

y

The ]

A:

answer is 9. 4/

Intermediate generation is to imitate human mental processes




Reasoning is Helpful for Agents

Obs t [You are cooking a dish and seeing salt is out... ]
Observation
Actt i
[ Turn right ] Action
Obs t+1 [ You see a cabinet and a table... J

Act t+1 [ Open cabinet }




Acting is Helpful for Reasoning
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@ ReACt (Yao et al., 2022)

Question: Aside frcm the Apple Remote, what other device can control the program

Apple Remote was originally designed to interact with?

[Answer: iPod

- { Reason Only }
Thought: Let's think step by step. Apple Remote was originally designed €9

- So the answer is iPhone, iPad, and iPod Touch.

Answer: iPhone, iPad, iPod Touch




ReAcCt (vao et al., 2022)

Question: Aside from the Apple Remote, what other device can control the program
Apple Remote was originally designed to interact with?

[

-

Act 1:
Obs 1:
. originally designed to control the Front Row media center program ..

Act
Obs
Row

Act
Obs

Act

2:
2:
Mcotorsports', 'Front Row (software)', ..]

3:
3:

4:

l Act Only } N

Search|[Apple Remote]
The Apple Remote is a remote control introduced in October 2005 by Apple

Search|[Front Row]
Could not find [Front Row]. Similar: ['Front Row Seat to Earth', 'Front

Search[Front Row (software)]
Front Row is a discontinued media center software ..

Finish [yes] )(




ReACt (Yao et al., 2022)

Question: Aside from the Apple Remote, what other device can control the program

Apple Remote was originally designed to interact with?

(

- l ReAct (Reason + Act) )




@ ReACt (Yao et al., 2022)

( AlfWorld ]

You are in the middle of a room. Locking quickly arocund you, you see a armchair 1, a cabinet 4, .. a cabinet 1,
a drawer 5, .., a drawer 1, a dresser 1, a garbagecan 1, a safe 1, a shelf 12, .., a shelf 1, a sidetable 1, and
a sofa 1.

Your task is to: put two keychain in safe.

.

—

(a) ReAct

—

Obs 16: You open the drawer 4, The drawer 4 is open. In it, you see a keychain 3, and a watch 2.

Act

Act
Obs

Act
Obs
Act
Act
Obs

17:

18:
18:

24:
24:
25:
26:
26:

take keychain 3 from drawer 4
You pick up the keychain 3 from the drawer 4.

put keychain 3 in/on safe 1

: You iut the keichain 3 in/on the safe 1.

go to drawer 4
The drawer 4 is open. In it, vou see a watch 2.

take keychain 2 from drawer 4




ReACt (Yao et al., 2022)

{ AlfWorld |

You are in the middle of a room. Looking quickly around you, you see a armchair 1, a cabinet 4, .. a cabinet 1,
a drawer 5, .., a drawer 1, a dresser 1, a garbagecan 1, a safe 1, a shelf 12, ., a shelf 1, a sidetable 1, and
a sofa 1.

Your task is to: put two keychain in safe.

J
[ - 1
1 (b) ReAct (Human Thought edit) ) ~
Obs 16: You open the drawer 4. The drawer 4 is open. In it, vou see a keychain 3, and a watch 2.
BAct 17: Think [Now I find the first keychain (3). Next, I need to take it. Fesr—fimd—the—secondt—leyolrir—{2—ater—in
rarer—4—])
Act 18: take keychain 3 from drawer 4
Obs 18: You pick up the keychain 3 from the drawer 4.
Act 22: put keychain 3 in/fon safe 1
Obs 22: You put the keychain 3 in/on the safe 1.
Act 23: Think [Now I put the first keychain in safe. Next, I need to find the second keychain, which is more likelv to
appear in dresser (1), garbagecan (1), safe (1), sidetable (1)}, sofa (1), shelf (1-12).]
Act 24: go to dresser 1
Obs 24: On the dresser 1, you see a box 1, a creditcard 1, a keychain 2, a keychain 1, a laptop 1...
Act 25: Think [Now I find the second keychain (2). Next, I need toc take it.]
Act 26: take keychain 2 from dresser 1
Obs 26: You pick up the keychain 2 from the dresser 1.
Act 27: Think [Now I take the second keychain (2). Next, I need to put it in/on safe 1.]
Act 28: go to safe 1
Obs 28: The safe 1 is open. In it, you see a keychaln 3, a statue 2, and a watch 3.
Act 29: put keychain 2 in/on safe 1
Obs 29: You put the keychain 2 in/on the safe 1. \//
/

Reasoning provides explanations for controlling actions




Reasoning Enlarges the Action Space

Traditional agents: action space A defined by the environment

a, e External feedback o,
E @ @ e Agent context ¢, = (0y, ay, 05, Gy, ***, 0,)
0, e Agentactiona, ~ m(alc,) € A

ReAct: action space A=AUZ augmented by reasoning

a, e d, € £ can be any language sequence

ae s O E. @ @ o Agent context ¢, 1 = (Cps Gy Ay Oy 1)

0y e 4, € Z only updates internal context



Reasoning Enlarges the Action Space

Large action space - more capacity, harder decision making
The space of reasoning/language is infinite

LLMs learn reasoning priors by imitating various human reasoning traces

ReAct: action space A=AUZ augmented by reasoning

a, e d, € £ can be any language sequence
ae s O O O Q @ o Agent context ¢, 1 = (Cps Gy Ay Oy 1)
L]

O, e 4, € Z only updates internal context



Action Planning for Improving Reasoning
(Yao et al, 2023)

C 1] ] o
i -5
L |
Y sy vte
Come ) Comn ) Come i
(@) Input-Output  (c) Chain of Thought (¢} Self Consistency

Prompting (I0)  Prompting (CoT) with CoT (CaT-SC) (d) Tree of Thoughts (ToT)



Memory

One of three key concepts for language agents



Short-Term and Long-Term Memory

Write Observation
) V/ \\
) ) dll
. .\ /4
Read Action
rA -
Long-term memory & ~ Short-term memory
 Read & write Instruction: ... . A_pp_end—only
- Stores experience, I\zggght . t!m!teg context
knowledge, skills, ... A Dlmltet atte_nttlon -
* Persist over new experience | Thought: ... O not persist over new tasks

- J




Generative Agents (pPark et al., 2023)

Memory requirement
Context window cannot hold all the event streams
It is difficult to attend to relevant events

I- Generative Agent Memory

|
I .
Perceive H Memory Stream Retrieve Retrieved Memories
1
1




) Generative Agents (park et al., 2023)

© Step 1: simulating a series of events for episodic memory

Morning routine

Catching up

Beginning workday

m:i ﬁ_ N ﬁﬁé ; IS

Taking a shower Cooking breakfast




Generative Agents (park et al., 2023)

Step 2: memory retrieval considers recency, importance, and relevance

Q. What are you looking forward to
the most right now?

Isabella Rodriguez is excited to be planning a
\ Valentine's Day party at Hobbs Cafe on

2023-02-13 22:48:20: desk is idle February 14th from 5pm and is eager to invite

2023-02-13 22:48:20: bed is idle

2023-02-13 22:48:10: closet is idle

2023-02-13 22:48:10: refrigerator is idle

2023-02-13 22:48:10: Isabella Rodriguez is stretching

2023-02-13 22:33:30: shelf is idle | 2.34 I = [ 0.91 + 0.63 * 0.80 |

2023-02-13 22:33:30: desk is neat and organized

everyone to attend the party.

retrieval recency importance relevance

2023-02-13 22:33:10: Isabella Rodriguez is writing in her journmal
2023-02-13 22:18:10: desk is idle

2023-02-13 22:18:10: Isabella Rodriguez is taking a break | 221 | _ \ 0.87 . 063 + 071 |
2023-02-13 21:49:00: bed is idle

2023-02-13 21:48:50: Isabella Rodriguez is cleaning up the

ordering decorations for the party

kitchen researching ideas for the party
2023-02-13 21:48:50: refrigerator is idle
2023-02-13 21:48:50: bed is being used l 2.20 I = \ 0.85 + 0.73 + 0.62 |

2023-02-13 21:48:10: shelf is idle

2023-02-13 21:48:10: Isabella Rodriguez is watching a movie
2023-02-13 21:19:10: shelf is organized and tidy
2023-02-13 21:18:10: desk is idle

2023-02-13 21:18:10: Isabella Rodriguez is reading a book
2023-02-13 21:03:40: bed is idle

2023-02-13 21:03:30: refrigerator is idle

2023-02-13 21:03:30: desk is in use with a laptop and some papers /

on it

I'm looking forward to the
Valentine's Day party that

T'm mlannina at Hobhhs Caf

Not only relevance should be considered.




Social Simulation Agents (znang et al., 2024)

ldea: different moods leads to different responses.

Context-emotion
@ ﬁ Hey, | passed the bar exam!!! ] | feel Joyful, Impressed because my friend
passed the bar exam

Self-emotion

1 | !
[ | T] z:\(/)eg;adatr? ktr(;oc\;\é;[ggrtétLeths ! | feel Proud, Excited because I've been promoted.
party = Expressed emotion: Excited

Self-emotion

D . :
. A | feel Disappointed, Jealous because | also took
[ O hvou by ot e e ]7 the exam, but failed.

wish you best of luck. ) . .
y Expressed emotion: Disappointed




Social Simulation Agents (znang et al., 2024)

Self-emotion simulation through emotion-related events

/Instruction:

Generate a series of events ...

Profile:

Sofia is a software engineer

working at DiamondSoft. She
\graduate from ...

~

J

Start to the day
(coffee spill on the
desk).

Get an email about a Successful debugging
critical feature request ~ a complex issue from
from the product team. the previous day.

9:00 11:30

7:00

v



Social Simulation Agents (znang et al., 2024)

Flow between most frequent
self-emotion and the dialogue
strategies

anxious

nervous

Joyful

proud

excited

expressing care or concern

sympathizing

questioning for details

sharing own thoughts/opinion

suggesting

sharing or relating to own experience

acknowledging or admitting

encouraging



Social Simulation Agents (znang et al., 2024)

Simulate group discussion in different timing / moods
Each agent has an individual profile
Agent’s self-emotion changes the decision
Neg. - objections; Pos. - agreements

Creation of agent 7:00 am 7:05 am 10:30am Group discussion
encounter event self-emotion
o ~ I'm not sure... Let's talk about ....
D — &h—— —
AN o How about... O
a 7.~ )

Profile: Sofia is a Event: Sofia receives an Self-emotion: Sofia Sofia @ Leader
structural engineer email notifying that her feels sad because her
of DreamDesign. promotion application has promotion application
She... been rejected. has been rejected. | Behavior: Sofia feels bad and raises more objections. |




Social Simulation Agents (zhang et al., 2024)

Simulate group discussion in different timing / moods
Each agent has an individual profile
Agent’s self-emotion changes the decision

Neg. - objections; Pos. - agreements

B Undecided

B Decided
Authority

B Majority
2% 1% 50.98% ¥ Details

21% 3% &k 11% 66.57%

B Compromise

0.00% 20.00% 40.00% 60.00% 80.00%

Positive self-emotion tends to lead more peaceful decisions in group discussions




Planning

One of three key concepts for language agents



Planning Definition

Given a goal G, decides on a sequence of actions (a,, a,, &,, ..., a,)
that will lead to a state that passes the goal test g(-).

High-level goal A sequence of actions

G ] (a’O?ala”'van)




Commonsense-Inferred Planning (kuo & chen, 2023)

Goal: users interact in high-level descriptions and the agent learns
how to plan dialogues

User High-Level Intention Utterance (ao, ai, - - 7an> Implicit Tasks/Intents °
Jiwanttoplanatipto SF. J (5 ! Flight Ticket Booking; Room Reservation i¢® B
' [ EVA Airline Bot can book a flight ticket for you. Do you want to set the travel dates? [~ ~® ~ '3'
'l 1 ¥
" Sure. Iwantto flyon ....| . (5

Hui-Chi Kuo and Yun-Nung Chen, “Zero-Shot Prompting for Implicit Intent Prediction and Recommendation with Commonsense
Reasoning,” in Findings of the Association for Computational Linguistics: ACL 2023 (ACL Findings), 2023.



Web Planning Agents (peng et al., 2024)

Task Description:

Show me the reviews for the auto repair business closest to

10002.

Action Sequence:

Target Element Operation
1. [searchbox] Find ::tptf:repair
2. [button] Auto Repair CLICK
3. [textbox] Near LY);;Z
4. [button] 10002 CLICK
5. [button] Search CLICK
6. [switch] Show BBB Accredited only CLICK
7. [svg] CLICK
8. [button] Sort By CLICK
9. [link] Fast Lane 24 Hour Auto Repair CLICK
10. [link] Read Reviews CLICK

Webpage Snapshots:
e -
:EET?;:FBAUSINESS' _%‘ BETS’:;:‘B‘USINESS ."
T —— <t e (]
L | 3 el I"" o e |

<input name="find_text" <em>Auto Repair</em>
type="search">

— T = wa — =
I L= — I

Category: Auto Repair
S o i o B

e o ) e pennen

- ®
<button>Show BBB Accredited <span>Fast Lane 24 Hour Auto

only</button> Repair</span>

: agent decomposes the task into several web actions

™ r
BETTER BUSINESS™ | &
ot it e ot (S

| | X3

800 S Y Co T et
i cmmtmnnsswni M i et e e

<button>Search</button>

Action 10 e

Fast Lane 24 Hour Auto Repair

<a href="link:XXX">Read

Reviews</a>



Planning Paradigms for Language Agents

(b) tree search with real interactions

(a) reactive
[¢ oo ]
B = =
: ‘;E (¢ 0 o cnmms |
s = B = U
m = == ==
] 7V —

' fast, easy to implement

. greedy, short-sighted



Tree Search with Real Interactions (koh et al, 2024)

- = Task Instruction (/): “Can you add this and Legend
A_R?;’—D " .L_\R_(_)___Y-D . g
R | the other ca_nned fruit (_of the same brand) that © stop sequence WEIBl State values
' " | looks like this, but red instead of brown to the - » Backtrackin
. > 9
comparison page?”

GPT-40 Agent + Search

= v=0.5 = ) v=04
= & = = s
. ’f
Starting State »

v N i

v =045 il v=0.5 v &k v =0.55 . = -~ S
—————— —~TE

N

v=0.68 iy v=02

-
-
=
-—
=
-
—— -
-

ey Success



(c) model-based planning

Planning Paradigms for Language Agents

(a) reactive (b) tree search with real interactions
o "o ¢ cmn] ar—
= B = » =
= I | 4o — //‘
,// - /
G
ens®n ..lll...
» :\ )
‘ | @
= /

C
N
K
' u
A
)
\,

'.‘.:’rj =
gt =7

E
Il
\

¥
>
o

s =
M~ _
- = “ =
U fast easy to implement s systematic exploration + o faster, sgfer, systematic
| | _ exploration
irreversible actions, how to get a world model?
unsafe, slow

. greedy, short-dighted



World Model is an Environment Simulator

When doing the action a, in the state s,, what would happen next (s,,,)?

observation Oy q
—
P (@)
L ] IQI
A\ / 4 y o= s

action @, St T St1



World Model in Conversation Assistants

When doing the action a, in the state s,, what would happen next (s,,,)?

observation Oy q

= °
! =
action @, St T St1



Conversation Planning — Deep Dyna-Q
(Peng+, 2018)

|ldea: learning with real users with planning

Human Conversational 0.9
. Data 0.8
Supervised Imitati
Learning mitation l 0.7
Learning
9 0.6
Polic o
Mode); Acting @ 0-
. [}
Planning © 0.4
Diect @03
World Reinfolcement
Model Leafning User 0.2
0.1
World Mode Real 0.0

Learming Experience




Robust Planning — D3Q (su+, 2018)

Idea: add a discriminator to filter out the bad experiences

Human Conversational Human
Data Conversational Data
Supervised Imitati
e s |
Controlled Planning
Polic . Polic
Mod; Acting » Discriminator — Mode%
Planning /
Discriminative
World RL World Trakning
Model User Model User
World Mod\e\ Real \ Real /

Learning Experience Experience

S.-Y. Su, X. Li, J. Gao, J. Liu, and Y.-N. Chen, “Discriminative Deep Dyna-Q: Robust Planning for Dialogue Policy Learning," in Proc. of EMNLP, 2018.



Robust Planning — D3Q (su+, 2018)

0.9
0.8 0.7
p=0.0003
0.7 0.6 | 1
© 0.5 . p=0.049 | p=0.047 |
g 0 Che 0.440
o 0:5 X 0.4
i 7 0.326
g 04 $0.3
A Q 0.222
. —— DQON @ 0.2
0.2 —— DQN(5) 0.1
0.1 e
—— DDQ(5) 0.0
0.0 DQN DDQ D3Q
0 50 100 150 200 250

Epoch

The policy learning is more robust and shows the improvement in human evaluation




World Model in Conversation Assistants

When doing the action a, in the state s,, what would happen next (s,,,)?

observation Oy q

= °
! =
action @, St T St1



44 LLMs as User Simulators with Personas

Role play for an E-type user

Role play for an I-type user

You're Jamie Wright, a 29-year-old
marketing manager who loves attending
concerts and music festivals. You gain
energy from interacting with diverse
groups of people and thrive in dynamic
environments. Known for your creativity
and quick decision-making, you often take
the lead in brainstorming sessions and
enjoy collaborating with others. Your
broad interests include digital marketing
trends, social media, and networking
events, where you excel at making
connections and sharing ideas.

You're Olivia Brown, a 27-year-old
freelance writer with a passion for poetry
and literature. You enjoy the solitude of
writing and often find yourself lost in
thought, exploring new ideas and stories.
You prefer to communicate your thoughts
through written words, finding it easier to
express complex emotions and concepts this
way. Your work allows you to delve deeply
into topics that interest you, and you
often take on projects that align with your
personal values and interests. Your hobbies
include reading classical literature and
attending quiet literary workshops.




LLMs as a World Model

LLMs can predict state transitions in some cases

The page will navigate to a detailed product page for the "Mens
Flowers Casual Aloha Hawaiian Shirt Summer Short Sleeve Beach
T-Shirt Regular Fit Button Down Dress Shirts." This new page will
likely contain additional information about the product including
more detailed specifications, customer reviews, larger images,
sizing options, and possibly a larger "Add to Cart" button. Other
elements from the current category view like the grid of products
will be replaced with the detailed view of this specific product.




Model-Based Planner for Web Agents

(Gu et al., 2024)

Please navigate to the 'Data Storage' category and purchase
the least expensive disk with 512GB of storage.

P

@ Type ‘Disk’

One Stop Market w
Besuty & personsiCare  Sports & Outdoors  Clothing Shoes kewelry  Home & Kichen ¢

tn e v Lo Voo

(D Click “Office Products’

“Electronics’

One Stop Market @ Click

Briess OME - Pisen Ught- 1 b

H

29
*hkk

= o

Stage I: Simulation

i
] 1
o-: Z ! The 'Office Products' category will Click "Office
El display three sub-categories: 'Office
*
‘0
*

Electronics’

i Electronics', 'Office & School Supplies’, i@ & & = u l>

1 and 'Office Furniture & Lighting.

The webpage will display 'Office
Electronics'  sub-category  results
with products, and the sub-menu
will show Printers&Accessories' and

S i other categories.
* [
&
¥
L
] N e
- 1
: 'R E The 'Electronics' category will display | click ‘Computer The webpage will display 'Computer
E amma ’:three sub-categories: 'Computers & | & Accessories Accessories'  sub-category  results,
n ! Accessories', 'Accessories & Supplies, I ® = = ¥ '> including 'Data Storage, 'Tablet
'- E and 'Car & Vehicle Electronics'. Accessories', and others.
. i
. i
~0Ch
L
* Py a—————————————
* 1 . .
R iThe M:’e})p;‘gg will l‘disp}ay i;’ﬂ‘tih Click Electronics' | The ‘Electronics’ category will display
AN [esuls, Incuding a JAst Of ProCUICLs, S three sub-categories: 'Computers &
‘E each of which includes the product " .> Accessories’, "Accessories & Supplies',
i title, price, and an 'Add to Cart and 'Car & Vehicle Electronics'.
1 button.
1
Stage II: Execution
Electronics
Shop By ems 1-120f 14539 Sortgy  Position v+
ShopingOptons
Category
s

(2 Eawd
—_—

Navitech Black Hord Con
Bag/Case/Cover with Shoulder Sirap
The

16

Indoor Pet Camera, HD 1080 No  Rockvile CH1035P Chuchero Car
Wi

door 5 Audio Enclosure For 2) 10" Mids +

Reaty 3D headsets
Crypto VR 150 vitua
Headset 30 Glasses

52499

R
red 2MP 1080
POE P Cameras,
e Renewed)

@3 Tweeter

2899 ss668

[ R v




Model-Based Planner for Web Agents
(Gu et al., 2024)

Results on VisualWebArena

Success Rate (%) T # of Action Steps | Wall Clock Time (s) {
35¢ 161
836
30+ 14+ 800+
26.4
i 11.6
25+t 23.6 @ 12 _
@ % Lol '-gﬂ 600
820F 477 5 S
c : o a
g g 8 o
=t Ne) 4 L
9 15 [S I g
5 6 =
= 43 4.6
1o 199
2001
5 80
0 Reactive Modellbased Tree §earch 0 Reactive Model-lbased Tree Slearch 0 Reactive Modelzbased Tree Slearch

Model based planning is more accurate than reactive plannlng
| and more efficient than tree search




Multi-Agent Systems



Multi-Agent Motivation

Single agent is not strong enough!

Easy to scale; parallel
Different agents represent diverse expertise
Decentralized control & privacy -persevering



Multi-Agent System

Step 1: Agent Initialization
Step 2: Orchestration process
Step 3: Agent team optimization



Multi-Agent System

Step 1: Agent Initialization
Step 2: Orchestration process
Step 3: Agent team optimization



Agent Initialization via Persona Description

(Park et al., 2023)

Joining for coffee at a cafe

Taking a walk
in the park

Finishing a
morning routine [John]: Hey, have you hear
. u anything new about

s w2

John Lin is a pharmacy shopkeeper at the Willow
Market and Pharmacy who loves to help people. He
is always looking for ways to make the process
of getting medication easier for his customers;
John Lin is living with his wife, Mei Lin, who
Eddy Lin, who
John Lin

John Lin has known

is a college professor, and son,

is a student studying music theory;
loves his family very much;
the old couple next-door, Sam Moore and Jennifer
John Lin thinks Sam

Moore is a kind and nice man;

Moore, for a few years;
John Lin knows his
well;
Tamara Taylor and Carmen

John Lin and

Tom Moreno are colleagues at The Willows Market

neighbor, John Lin knows

Yuriko Yamamoto,
of his neighbors,
Ortiz, but has not met them before;
and Pharmacy; John Lin and Tom Moreno are
friends and like to discuss local politics
together; John Lin knows the Moreno family

somewhat well — the husband Tom Moreno and the

wife Jane Moreno.



Agent Initialization via Roles and Actions
(Chen, et al., 2024)

n .
(1) be analyzed -? (2) selecting fLﬂN 3) be parsed and
=5 i executed

alij- —

Manager Task Graph

l.—ﬁ[}@ (4) returning

Report Collaboration

U]

Thought: Check whether the issue has ...
Action: python reproduce.py
Summary report:

Thought: For the given issue, I will ...

Action: create reproduce.py

Summary report:

|§| ®

Reproducer

Verifier

if failure (=)

if success if success

Editor

0]

Thought: Now, 1 should edit the lines ...
Action: edit 743:743 ...
Summary report:

Thought: 1t’s time to localize possible ...
Action: python reproduce.py
Summary report:

Fault Localizer

Verifier



Agent Initialization via Roles and Actions
(Chen, et al., 2024)

Actions _ ___________AgentRoles
Manager Reproducer Fault Localizer Editor Verifier

0 plan N

2 goto
3 scroll down
4 scroll up
5 create
6 edit
7 submit
8 search dir
9 search file
10 find file
" Tl roversearch file* =~ = ]
12 rover search class™
13 rover search class in file*
14 rover search method*
15 rover search method in file*
16 rover search code*
17 rover search code in file*

18 related issue retrieval
19 fault localization

LA X

L sl
RO NN S SN NN

NS S

20 test Vv
21 report v v vV
~ 22 basic shell command | Vv vV v v




Multi-Agent System

Step 1: Agent Initialization
Step 2: Orchestration process
Step 3: Agent team optimization



Multi-Agent Coordination via Debate (pu et al., 2023)

User Input: A treasure hunter found a buried treasure chest filled with gems. There were 175 diamonds, 35 fewer rubies than
diamonds, and twice the number of emeralds than the rubies. How many of the gems were there in the chest?

Agent 1: Let x be the number of rubies. Then the number of diamonds is 175.
And the number of emeralds is 2(x-35), since there are twice as many
emeralds as rubies and there are 35 fewer rubies than diamonds.

To find the total number of gems, we add the number of diamonds, rubies,
and emeralds: Total gems = 175 + x + 2(x-35) = 3x + 105.

We don't know the exact value of x, but we do know that it represents the
number of rubies, which is less than 175 (since there are 35 fewer rubies than
diamonds). Let's try some values of x: If x = 50, then the total gems = 3(50) +
105 = 255. If x = 100, then the total gems = 3(100) + 105 = 405.

Since we know there were fewer rubies than diamonds, the answer must be
closer to 255 than to 405. After some trial and error, we can find that x = 40
gives us: Total gems = 3(40) + 105 = 225. 0:9

Agent 2: If there were 175 diamonds,
then the number of rubies is 35 fewer,
or 175 - 35 = 140 rubies.

And since there were twice as many
emeralds as rubies, we can represent the
number of emeralds as 2 * 140 = 280
emeralds.

To find the total number of gems in the
chest, we can add up the number of
diamonds, rubies, and emeralds:

175 + 140 + 280 = 595. Therefore, there
were 595 gems in the chest. 0



Multi-Agent Coordination via Debate (pu et al., 2023)

User Input: Using the solutions from other agents as additional information, can you give an updated response....

(Copy Agent 2’s reply)

(Copy Agent 1’s reply)

Agent 1: Given the information provided in other agents' solutions, we have
two answers: One agent found that the number of rubies is 40 and the total
number of gems is 225. Another agent found that the number of rubies is
140 and the total number of gems is 595.

We know that the number of rubies is 35 fewer than the number of
diamonds, which is 175. So the number of rubies should be 175 - 35 = 140,
as the second agent found. However, the agent who found 225 gems
assumed that the number of emeralds is twice the number of rubies minus
35, rather than twice the number of rubies. If we use this assumption, we
get: Number of rubies = 140. Number of emeralds = 2 * 140 - 35 = 245.
Total number of gems = 175 + 140 + 245 = 560. Our final answer is 560.

Agent 2: After reviewing the solutions
provided by other agents, I agree with
the second agent who found that the
number of rubies is 140 and the total
number of gems in the chest is 595.
Therefore, my answer to the math
problem is 595.



Multi-Agent Coordination via Debate (pu et al., 2023)

User Input: Using the solutions from other agents as additional information, can you give an updated response....

(Copy Agent 2’s reply) (Copy Agent 1’s reply)

Agent 1: After reviewing the solutions provided by other agents, I agree
with the second agent who found that the number of rubies is 140 and the
total number of gems in the chest 1s 595. Therefore, my answer to the math

problem is 595.

Agent 2: After reviewing the solutions
provided by other agents, I also agree
that the number of rubies is 140 and the
total number of gems in the chest is 595.
Therefore, my answer to the math

0 problem is also 595. 0

Multi-agent debate can improve factuality and reasoning




Multi-Agent Coordination via Conversations

(Wu et al., 2023)

Conversable agent

____________

——————————————————

Agent Customization

Define agents via customization

________________

| S ey -

@ ‘@ @ @
| @ @ .
Joint chat Hierarchical chat

Flexible Conversation Patterns

Enable agents to interact via
conversational programming



Multi-Agent Coordination via Conversations
(Wu et al., 2023)

Student Assistant Assistant Retrieval-augmented Retrieval-augmented . €
User P Assistant : =
— . r-f"?f Y ssistan — |
& ) @ -
| = < - ALFWorld
E - i &) Executor
Assistant Grounding
Agent
A1. Math Problem Solving A2. Retrieval-augmented Chat A3. ALF Chat
Commander Chess Board
1. i l -_I !
/ @ \ | Be];
: . : — \ Py
(83)! oa
Human/Al Chess Human/Al Chess
Writer Safeguard Player A Player B

A4. Multi-agent Coding AB. Conversational Chess



Multi-Agent System

Step 1: Agent Initialization
Step 2: Orchestration process
Step 3: Agent team optimization



Agent Team Optimization via Agent Selection
(Liu et al., 2024)

t=1 t=2 t=3 t=4,
y X Agent Selection

(1) Propagation (2) Aggregation (@) Selection
N “ 7

\aHla_ale

ﬁ

: Reformation

T-FFN j

Answer 0.4

Top 2 elite agents are
selected based on
importance scores.

Peer rate on the /Aggregate the
responses of its received ratings
predecessors. . from successors.




Accuracy

Agent Team Optimization via Agent Selection
(Liu et al., 2024)

71.0 14
70.5- /20.5 12
TN . LLM Debate (4 agents)
70.0 el . 69.9 - 230 '™ DyLAN
57 A S ‘
69.5 L6 \ =
\\ % 6
69.0 \ ¥ 4.39
\\ 41
. \
685 1] \68.4 o
LLM Debate (4 agents)
68.0 . . . . . 0l
8 7 6 4 3 1 8 7 4 3 2 1
Numger of Agents Number of Agents

After optimization, same team size of agents achieves
better results and uses less API calls




Concluding Remarks

Three concepts for language agents

Reasoning
Reasoning as internal actions for agents
Reasoning guides acting, acting updates reasoning

Memory
Language agents interact with external environments and internal memories

Planning
Language for reasoning enables new planning abilities
Multi-agent systems
Different agents represent diverse expertise
Parallel for better scalability
Decentralized control & privacy-persevering
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