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Debates about Agents2

Agents are bringing about the biggest revolution in computing since we went from typing 

commands to tapping on icons. – Bill Gates

I think AI agentic workflows will drive massive AI progress this year. – Andrew Ng

2025 is when agents will work. – Sam Altman

Current agents are just thin wrappers around LLMs.

Autoregressive LLMs can never reason or plan.

Auto-GPT’s limitations in … reveal that it is far from being a practical solution.



General Agent Definition

◉ “An agent is anything that can be viewed as perceiving its environment 

through sensors and acting upon that environment through actuators.” –

Russell & Norvig, AI: A Modern Approach (2020)
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General Agent Definition

◉ An agent is an entity that perceives and acts.

◉ A rational agent selects actions that maximize its (expected) utility.

◉ Characteristics of the percepts, environment, and action space dictate 

techniques for selecting rational actions.
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Idea: use language for reasoning and communication



Language Agents

◉ Reasoning by generating tokens can be view as an internal action

◉ Internal environment, where reasoning takes place in an inner monologue manner

◉ Self-reflection is a “meta” reasoning action (i.e., reasoning over the reasoning process)

◉ Reasoning is for better acting, by inferring environmental states, replanning, etc.

◉ Percepts and external action spaces are represented via languages
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AI Agent Evolution6

Logical Agent Neural Agent Language Agent

Expressiveness
Low

bounded by the logical language

Medium
anything a (small) NN can 

encode

High
almost anything (verbalizable)

Reasoning
Logical inferences

sound, explicit, rigid

Parametric inferences
stochastic, implicit, rigid

Language-based 

inferences
fuzzy, semi-explicit, flexible

Adaptivity
Low

bounded by knowledge curation

Medium
data-driven but sample inefficient

High
strong prior from LLMs + 

language use



Key Concepts for (Language) Agents

◉ Reasoning

◉ Memory

◉ Planning
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One of three key concepts for language agents

Reasoning8



Language Agents9
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Action space

• Reasoning: update short-term memory (context window)

• Retrieval/learning: read/write long-term memory

Planning

• (inference-time) to choose an external action



Chain-of-Thought (CoT) (Wei et al., 2022)10

Intermediate generation is to imitate human mental processes



Reasoning is Helpful for Agents11
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Acting is Helpful for Reasoning12

根據搜尋結果,陳縕儂是國立臺灣大學資訊工程學系的教授。她出生於台灣台北,在卡內基美
隆大學獲得博士學位,同時也擁有該校的碩士學位和國立臺灣大學資訊工程學系的學士及碩士
學位。她的研究領域主要為語言理解、機器智慧、口語對話系統、深度學習及自然語言處理
等相關領域。

陳縕儂曾榮獲多項獎項,如IEEE ASRU 2013及IEEE SLT 2010的最佳學生論文獎、ISCA 

INTERSPEECH 2012之最佳學生論文提名以及ACL CLP之傑出碩士論文獎。在美國攻讀博
士時,她決定有機會就要回台教書。畢業後,她先在美國微軟做博士後研究工作,年薪約450萬
新台幣;成為微軟正職研究員後年薪更達近千萬新台幣。

然而陳縕儂選擇回到母校任教助理教授一職。她花費大量時間準備課程並指導第一屆帶領的
研究生進入麻省理工學院攻讀博士。除了教書和研究外,

陳縕儂也熱愛舞蹈如嘻哈舞蹈等。

總而言之, 陳縕儂是一位優秀且充滿熱忱的人工智慧專家與教育者。

你知道台大的陳縕儂嗎?Action

Observation

Action



ReAct (Yao et al., 2022)13



ReAct (Yao et al., 2022)14



ReAct (Yao et al., 2022)15

Reasoning + Act are both essential



ReAct (Yao et al., 2022)16



ReAct (Yao et al., 2022)17

Reasoning provides explanations for controlling actions



Reasoning Enlarges the Action Space18



Reasoning Enlarges the Action Space

◉ Large action space → more capacity, harder decision making

○ The space of reasoning/language is infinite

◉ LLMs learn reasoning priors by imitating various human reasoning traces
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Action Planning for Improving Reasoning 
(Yao et al, 2023)
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One of three key concepts for language agents

Memory21



Short-Term and Long-Term Memory22

Observation

Action

Write

Read

Long-term memory

• Read & write

• Stores experience, 

knowledge, skills, …

• Persist over new experience

Short-term memory

• Append-only

• Limited context

• Limited attention

• Do not persist over new tasks

Instruction: …

Thought: …

Action: …

Obs: …

Thought: …



Generative Agents (Park et al., 2023)

◉ Memory requirement

○ Context window cannot hold all the event streams

○ It is difficult to attend to relevant events
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Generative Agents (Park et al., 2023)

◉ Step 1: simulating a series of events for episodic memory
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Generative Agents (Park et al., 2023)

◉ Step 2: memory retrieval considers recency, importance, and relevance
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Not only relevance should be considered.



Social Simulation Agents (Zhang et al., 2024)

◉ Idea: different moods leads to different responses.
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Context-emotion

I feel Joyful, Impressed because my friend 

passed the bar exam

Hey, I passed the bar exam!!!

Self-emotion 

I feel Proud, Excited because I've been promoted.

Expressed emotion: Excited

I'm so glad to know that! Let's 

have a party to celebrate!!

Self-emotion 

I feel Disappointed, Jealous because I also took 

the exam, but failed.

Expressed emotion: Disappointed

Oh, I'm so happy for you and 

wish you best of luck.



Social Simulation Agents (Zhang et al., 2024)

◉ Self-emotion simulation through emotion-related events
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Instruction:

Generate a series of events …

Profile:

Sofia is a software engineer 

working at DiamondSoft. She 

graduate from …

Start to the day 

(coffee spill on the 

desk).

Get an email about a 

critical feature request 

from the product team.

Successful debugging 

a complex issue from 

the previous day.

7:00 9:00 11:30



Social Simulation Agents (Zhang et al., 2024)

◉ Flow between most frequent 

self-emotion and the dialogue 

strategies
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Social Simulation Agents (Zhang et al., 2024)

◉ Simulate group discussion in different timing / moods

○ Each agent has an individual profile

○ Agent’s self-emotion changes the decision

○ Neg. → objections; Pos. → agreements

29



Social Simulation Agents (Zhang et al., 2024)

◉ Simulate group discussion in different timing / moods

○ Each agent has an individual profile

○ Agent’s self-emotion changes the decision

○ Neg. → objections; Pos. → agreements
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Positive self-emotion tends to lead more peaceful decisions in group discussions



One of three key concepts for language agents

Planning31



Planning Definition

◉ Given a goal G, decides on a sequence of actions (a0, a1, a2, …, an)

that will lead to a state that passes the goal test g(·).

32

High-level goal A sequence of actions



Commonsense-Inferred Planning (Kuo & Chen, 2023)

◉ Goal: users interact in high-level descriptions and the agent learns 

how to plan dialogues
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Idea: utilize implicit intents for planning

User High-Level Intention Utterance Implicit Tasks/Intents

AirlineBot

HotelBot

I want to plan a trip to SF.

Sure. I want to fly on ….

EVA Airline Bot can book a flight ticket for you. Do you want to set the travel dates?

Agoda Bot can reserve a room for you. Do you want to specify your preference?

Here are the flights: …

Oh, yes. I want 5-star for 2 people.

Here are the 5-star hotels with available rooms: …

Flight Ticket Booking; Room Reservation

Hui-Chi Kuo and Yun-Nung Chen, “Zero-Shot Prompting for Implicit Intent Prediction and Recommendation with Commonsense 

Reasoning,” in Findings of the Association for Computational Linguistics: ACL 2023 (ACL Findings), 2023.



Web Planning Agents (Deng et al., 2024)34

Idea: agent decomposes the task into several web actions



Planning Paradigms for Language Agents35

fast, easy to implement

greedy, short-sighted



Tree Search with Real Interactions (Koh et al, 2024)36



Planning Paradigms for Language Agents37

fast, easy to implement

greedy, short-dighted

systematic exploration

irreversible actions, 

unsafe, slow

faster, safer, systematic 

exploration

how to get a world model?



World Model is an Environment Simulator

◉ When doing the action at in the state st, what would happen next (st+1)?

38
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World Model in Conversation Assistants

◉ When doing the action at in the state st, what would happen next (st+1)?
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World model should synthesize the interactive experience



Conversation Planning – Deep Dyna-Q 
(Peng+, 2018)

◉ Idea: learning with real users with planning

Policy 

Model

User
World 

Model

Real

Experience

Direct

Reinforcement 

Learning

World Model 

Learning

Planning

Acting

Human Conversational 

Data

Imitation

Learning

Supervised

Learning

Policy learning suffers from the poor quality of fake experiences
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Robust Planning – D3Q (Su+, 2018)

◉ Idea: add a discriminator to filter out the bad experiences

Policy 

Model

User
World 

Model

Real

Experience

Controlled Planning

Human 

Conversational Data

Discriminator

Discriminative 

Training

S.-Y. Su, X. Li, J. Gao, J. Liu, and Y.-N. Chen, “Discriminative Deep Dyna-Q: Robust Planning for Dialogue Policy Learning," in Proc. of EMNLP, 2018.
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Robust Planning – D3Q (Su+, 2018)

The policy learning is more robust and shows the improvement in human evaluation

42



World Model in Conversation Assistants

◉ When doing the action at in the state st, what would happen next (st+1)?

43
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action stat
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LLMs can directly serve as the user simulators



LLMs as User Simulators with Personas

◉ Role play for an E-type user

44

◉ Role play for an I-type user

You're Jamie Wright, a 29-year-old 

marketing manager who loves attending 

concerts and music festivals. You gain 

energy from interacting with diverse 

groups of people and thrive in dynamic 

environments. Known for your creativity 

and quick decision-making, you often take 

the lead in brainstorming sessions and 

enjoy collaborating with others. Your 

broad interests include digital marketing 

trends, social media, and networking 

events, where you excel at making 

connections and sharing ideas.

You're Olivia Brown, a 27-year-old 

freelance writer with a passion for poetry 

and literature. You enjoy the solitude of 

writing and often find yourself lost in 

thought, exploring new ideas and stories. 

You prefer to communicate your thoughts 

through written words, finding it easier to 

express complex emotions and concepts this 

way. Your work allows you to delve deeply 

into topics that interest you, and you 

often take on projects that align with your 

personal values and interests. Your hobbies 

include reading classical literature and 

attending quiet literary workshops.

Easy to implement diverse user simulators for assistant training



LLMs as a World Model

◉ LLMs can predict state transitions in some cases
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Model-Based Planner for Web Agents
(Gu et al., 2024)
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Model-Based Planner for Web Agents
(Gu et al., 2024)

◉ Results on VisualWebArena

47

Model-based planning is more accurate than reactive planning 

and more efficient than tree search



Multi-Agent Systems48



Multi-Agent Motivation

◉ Single agent is not strong enough!

◉ Easy to scale; parallel

◉ Different agents represent diverse expertise

◉ Decentralized control & privacy -persevering

49



Multi-Agent System

◉ Step 1: Agent Initialization

◉ Step 2: Orchestration process

◉ Step 3: Agent team optimization

50



Multi-Agent System

◉ Step 1: Agent Initialization

◉ Step 2: Orchestration process

◉ Step 3: Agent team optimization
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Agent Initialization via Persona Description 
(Park et al., 2023)
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John Lin is a pharmacy shopkeeper at the Willow 

Market and Pharmacy who loves to help people. He 

is always looking for ways to make the process 

of getting medication easier for his customers; 

John Lin is living with his wife, Mei Lin, who 

is a college professor, and son, Eddy Lin, who 

is a student studying music theory; John Lin 

loves his family very much; John Lin has known 

the old couple next-door, Sam Moore and Jennifer 

Moore, for a few years; John Lin thinks Sam 

Moore is a kind and nice man; John Lin knows his 

neighbor, Yuriko Yamamoto, well; John Lin knows 

of his neighbors, Tamara Taylor and Carmen 

Ortiz, but has not met them before; John Lin and 

Tom Moreno are colleagues at The Willows Market 

and Pharmacy; John Lin and Tom Moreno are 

friends and like to discuss local politics 

together; John Lin knows the Moreno family 

somewhat well — the husband Tom Moreno and the 

wife Jane Moreno. 



Agent Initialization via Roles and Actions 
(Chen, et al., 2024)
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Agent Initialization via Roles and Actions 
(Chen, et al., 2024)
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Multi-Agent System

◉ Step 1: Agent Initialization

◉ Step 2: Orchestration process

◉ Step 3: Agent team optimization

55



Multi-Agent Coordination via Debate (Du et al., 2023)56



Multi-Agent Coordination via Debate (Du et al., 2023)57



Multi-Agent Coordination via Debate (Du et al., 2023)58

Multi-agent debate can improve factuality and reasoning



Multi-Agent Coordination via Conversations 
(Wu et al., 2023)
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Define agents via customization
Enable agents to interact via 

conversational programming



Multi-Agent Coordination via Conversations 
(Wu et al., 2023)
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The conversation patterns show its flexibility and power.



Multi-Agent System

◉ Step 1: Agent Initialization

◉ Step 2: Orchestration process

◉ Step 3: Agent team optimization

61



Agent Team Optimization via Agent Selection 
(Liu et al., 2024)
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Agent Team Optimization via Agent Selection 
(Liu et al., 2024)

63

After optimization, same team size of agents achieves 

better results and uses less API calls



Concluding Remarks

◉ Three concepts for language agents

○ Reasoning

■ Reasoning as internal actions for agents

■ Reasoning guides acting, acting updates reasoning

○ Memory

■ Language agents interact with external environments and internal memories

○ Planning

■ Language for reasoning enables new planning abilities

◉ Multi-agent systems

○ Different agents represent diverse expertise

○ Parallel for better scalability

○ Decentralized control & privacy-persevering

64
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