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Knowledge Access in LLMs
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Issue in LLMs: Hallucinations
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RAG: Retrieval-Augmented Generation
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Issue in LLMs: Outdated Knowledge
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Other solution: knowledge editing (Hsueh+, 2024)



WebGPT (Nakano et al., 2021)

Supervised fine-tuning via collected demonstration

a question in ELI5

Which has more words, the Harry Potter series or The Lord
of the Rings?

a human-written answer with

The Harry Potter series contains more words than the Lord
of the Rings trilogy. Including The Hobbit, the entire Lord of
the Rings series contains 576,459 words!2.. In comparison,
the Harry Potter series contains 1,084,170 words!t,

1.How Many Words are in Harry Potter? — Word Counter (wordcounter.io)

2.How many words does the novel The Lord of the Rings by J.R.R. Tolkien
contain? | The Lord of the Rings: The Fellowship of the Ring Questions | Q &

A | GradeSaver (www.gradesaver.com)

a question in ELI5

a human-written answer with references

—

demonstration

fine-tuning GPT-3


https://www.gradesaver.com/the-lord-of-the-rings-the-fellowship-of-the-ring/q-and-a/how-many-words-does-the-novel-the-lord-of-the-rings-by-jrr-tolkien-contain-116463
https://wordcounter.io/blog/how-many-words-are-in-harry-potter/

Token Continuation for Search Engine

Query generation

_J openal ceowmsmmmt 2

[SEARCH] OpenAl CEO latest news [END]

Click the reference document
[CLICK] 1 [END]

Supervised learning of
human actions

OpenAl CEO latest news ¥ y @ Q
Q Al & News [3] Videos [ Images [f] Books { More Tools

About 188,000,000 results (0.26 seconds)

& Top stories :
News about OpenAl, Sam Altman, and CEO »

& The New York Times

Sam Altman Is Reinstated
as OpenAl's Chief Executive

1 hour ago

WSl The Wall Street Journal

X/ The Verge

OpenAl Says Sam Altman to ,.
Return as CEO ,

Sam Altman returns as CEO OpenAl

hours ago 7 hours ago

# CNBC © The Information

pen
OpenAl brings Sam Altman b Altman Agrees to Internal
back as CEO less than a t Investigation Upon Return to

week after he was fired by... [ OpenAl

10 hours ago 1 hour ago



Learning to Generate Query

EriiOpenAl CEONE kA M?

.~/ Searching for: OpenAl CEO latest news

./, Generating answers for you...

" MSN News *:MSN Money * : GizmoChina

From Microsoft Start Partners

B Economist Larry Summers joins th... uZ Sam Altiman is back as OpenAl CE...

Learnmore: 1.msn.com 2. msn.com 3. gizmochina.com 4. arstechnica.com 5. cnn.com 10f30 ®



Prior Probabilities Learned in LLMs
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RAG Framework

Long-tail Knowledge, Dynamically Changed Knowledge, Knowledge not in Pre-training
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) Indexing & Retrieval

Segmentation

Documents Chunks /
Passages

Relevance

Query



Sparse Retrieval

Documents

N-gram (TF-IDF)

g=whatis nlp &5 G2 T e A5 = e
what 0.33 0.25 0 0
candy 0 0.125 0 0
nlp 0.33 0 0.125 0.125
is 0.33 0.25 0.125 0
language 0 0 0 0

q*d1 = 0.165 qg“d> = 0.0825 g*ds = 0.0413

BM25
score(D, Q)
n f(gi, D) - (k1 +1)
= IDF(g;) -
; ! f(QiaD)+k1‘(l_b+b'aLif)('ll)



Dense Retrieval

Neural encoder
==I \ Off-the-shelf embeddings
_ |, Pre-trained BERT
=== Pre-trained GPT

Chunks / Learned embeddings w/
Passages CosSim contrastive learning

DPR (Karpukhin+, 2020)
— Contriever (Izacard+, 2022)




Training Dense Retrievers w/ Paired Data

User Query q
[ ZEH— MWEEEA ? Question
Encoder

Thetﬁggest Inner Product s(q, d;)

state_in the d-
d-
H R
Passage
Encoder es@pd+)
L =

HU_—A—Iﬁ/‘I
E’\J,%\E%

U.S 7— .E*E
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Query Likelihood

LMs estimate conditional probability of text generation:

Query q
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Improving Passage Retrieval with Zero-Shot Question Generation, Sachan et al., 2023

— P(q | ds3)



Unsupervised Multilingual Dense Retrieval
(Huang & Chen, 2024)

Ron Paul (en.wikipedia) ]—

... He graduated with a B.S.
degree in Biology in 1957.

4

A - F— (jawikipedia) |
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RFENKEF -
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v

Multilingual
Retriever

4

KL

"| Divergence

Softmax

-2.06

-2.19



Unsupervised Multilingual Dense Retrieval
(Huang & Chen, 2024)

Performance on XOR-TYDI QA
43.5 44.9

50
45
40
35 33.5 34.7
30
25
20
15

10 1.2

F1 EM BLEU
| ... -MT+DPR ®=CORA ®mUMR (Ours)
Training with query likelihood outperforms training with paired data




RAG Framework




Prompt Example for RAG

def question_answering(context, query):
prompt = fll'llll
Give the answer to the user query delimited by triple backticks ~~ “{query} "\

using the information given in context delimited by triple backticks " {context} "~ .\

If there is no relevant information in the provided context, try to answer yourself,
but tell user that you did not have any relevant context to base your answer on.

Be concise and output the answer of size less than 8@ tokens.

response = get_completion(instruction, prompt, model="gpt-3.5-turbo")
answer = response.choices[@].message["content"]

return answer



RAG Framework
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Issues in RAG

Retrieval
Misaligned or irrelevant chunks
Redundant information from multiple sources

Generation
Hallucinations not supported by the retrieved context

Suffering from irrelevance, toxicity, or bias in the output
Overly relying on retrieved information and simply echoing it



&) Advanced RAG Framework
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Advanced RAG

Pre-retrieval

Query rewriting: make query suitable for the retrieval task

Context enrichment: expand more chunks for LLM consideration

Fusion retrieval / hybrid search: sparse and dense retrieval in parallel
Post-retrieval

Reranking: relocate the most relevant content

Context compressing: select the essential information and shorten the context



Pointwise vs. Pairwise Reranking

Pairwise reranking is more accurate

( N\ (

Rate the relevance of the query and Which context is more relevant
the context with a score from 1 to 5, to the query (A or B)?
where 1 means “completely irrelevant” Query: {query}
and 5 means “completely relevant”. Context A: {contextA}
Query: {query} Context B: {contextB}
Context: {context}
| Score: | {
3 A

Pointwise Reranking Pairwise Reranking



Zero-shot Instruction-based Reranking
(Huang & Chen, 2024)

LLMs can follow instructions to perform diverse tasks
ldea: LLMs for passage reranking

5 | INSTUPR |
assage ' Pointwise Pairwise : Reranked

1 1

1 1

Candidates Reranking Reranking Results

I ! [_— ' q
: ; ) 3.14 —r) 016
8— Retriever I LLMs —» 351 [ LLMs _i.; q ‘
' y >

081 [~

Collection
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Zero-shot Instruction-based Reranking
(Huang & Chen, 2024)

80
71 83 70.53 68.89 68.55

70
60
50.58
47.94 4665 46.63 BM25
42.6 TART-Rerank
38.0 ® MonoT5-3B
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B [nstUPR-pair
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Zero-shot instruction-based reranking performs comparably
with supervised rerankers




PAIRDISTILL: Reranking-Improved Retriever
(Huang & Chen, 2024)

|dea: iteratively train the retriever w/ loss from the previous iteration

L=Lcr+ Axkp LD + Apair * Lpair

Passage Reranking Spoint(q, d) Ppair(d;i > dj|q)
d1 I

Collection dl |— — 2.71 | d2 — — 0.96

— L 7
: - Rerank — ars L d1 Reranker
Retriever d3 — B |, 1289 — 027
L7 d3 .

I

Passage
Candidates



ITER-RETGEN: lterative Retrieval & Generation
(Shao+. 2023)

|ldea: concatenate previous output with the query for the next retrieval

Question: ¢ Question: ¢
What is the height of the player who won the 2015 AFL What is the height of the player who won the 2015 AFL
( Rising Star award? Rising Star award?
Retrieval: ¢ — D, Generation-Augmented Retrieval! :: ’\ q— Dy, liq
Title: 2015 AFL Rising Star Context: The NAB AFL Rising Title: Jesse Hogan Context: Jesse Hogan ... playing for the
Star award is given annually to a stand out young player in Melbourne Football Club. A key forward, Hogan is 1.95 m
I/ the Australian Football League. The award was won by Jesse !/ tall ... made his AFL debut in the 2015 season and won the
| Hogan of Melbourne l Ron Evans Medal as the AFL Rising Star
\ \
A Retrieval-Augmented Generation: D, || ¢ —= % A Retrieval-Augmented Generation: Dy, o || ¢ — v2
The 2015 AFL Rising Star award was won by Jesse Hogan of The 2015 AFL Rising Star award was won by Jesse Hogan of
Melbourne. Jesse Hogan is a professional Australian rules Melbourne. Jesse Hogan is 1.95 m tall.
footballer. He is 198 cm tall. So the answer is 198 ¢cm So the answeris 1.95 m

Iteration 1 Iteration 2



RAG Roadmap

What, How, When to Retrieve?



¢} Roadmap of RAG Evolution

What to How to use When to
retrieve? retrieval? retrieve?

Text Chunks » Input layer — At beginning of generation (Once)
RAG (Lewis+, 2020)

https://acl2023-retrieval-Im.github.io/slides/3-architecture.pdf



End-to-End RAG (Lewis+, 2020)

Idea: train a retriever and a generator to improve performance
Retriever: maximize overall likelihood by optimizing mixture weights over documents
Generator: maximize generation likelihood given single retrieved document

Prac(ylz) = H Z Po(2|2)po(yilz, 2, yr:i1)

¢ z€top-k(p(|z))

Retriever (Generator

4 _____________________________ The middle ear imcludes
the tympanic cavity and
the three ossicles. (y)

Define "middle ear" (x)

Question Answering:

Question Query Question Answering:

Answer Generation

Barack Obama was

born in Hawaii. (x) q(x) supports (y)
Fact Verification: Fact Query Margin- E:;él\/gggce:?:t?;
alize

The Divine > q )

Comedy (x)

pe ——» This 14th century work

is divided into 3

Jeopardy Question
Generation:
Answer Query

sections: "Inferno",
"Purgatorio" &
"Paradiso" (v)

Question Generation




) Roadmap of RAG Evolution

What to How to use When to
retrieve? retrieval? retrieve?

Text Chunks » Input layer — At beginning of generation (Once)
RAG (Lewis+, 2020)

Intermediate layers
RETRO (Borgeaud+, 2022)

https://acl2023-retrieval-Im.github.io/slides/3-architecture.pdf



RETRO (Borgeaud+, 2022)

ldea: inject retrieved information in the intermediate layers

Encoded neighbours

Neighbours | . | e e e e e e e e e e e e e e e e e e e e 1
- [TTT1TT] : e LT 1 Chunked cross-attention (CCA) |
1 |

[TTTT] \ CITTT] | |
D]:D:‘ 1 £ EEED:' | Encoded neighbours 1
o | [T T . :
Frozen kNN Retriever ! ] | & E, I
________________ 4 T Attend 1 | | | | | | | | |
Condition I ITTT1T1] I I1] I
! I
K |V I I
e N\ N\ | B, 1
! I
! |
! I
! |

)
L& cen —~ mw s : !
! I
! |
c, : 1
\_ _J \ J | !

X




) Roadmap of RAG Evolution

What to How to use When to

retrieve? retrieval? retrieve?

Text Chunks » Input layer — At beginning of generation (Once)
RAG (Lewis+, 2020)

Intermediate layers Every n tokens
RETRO (Borgeaud+, 2022) Retrieve-in-context
(Ram+, 2023; Shi+, 2023)

https://acl2023-retrieval-Im.github.io/slides/3-architecture.pdf



@ Retrieval-in-context LM (rRam+, 2023; shi+, 2023)

@© Idea: perform retrieval every n tokens

World Cup 2022 was the last with 32 teams
World Cup 2022 was the last with before the increase

v v

v v

The 2022 FIFA World Cup (...) 32 national teams FIFA World Cup 2026 will expand to 48 teams.
involved in the tournament. World Cup 2022 World Cup 2022 was the last with 32 teams,
was the last with before the increase
LM LM

32 teams before the increase to 48 in the 2026 tournament.



Retrieval-in-context LM (ram+, 2023: Shi+, 2023)

|ldea: perform retrieval every n tokens

® GPT-2117M(S) A GPT-2 345M (M) GPT-2762M (L) # GPT-2 1.5B (XL)

40.0
34.7
32.9 316
. 30.8 30.2 29.8 29.5
30.0
24.6
23.5
22.6 22.1 21.8 21.5 21.4

A " 1 1

- R g S————
16.5 16.4

18.6
7.9 173 169 167

Perplexity

10.0
64 32 16 8 4 2 1




) Roadmap of RAG Evolution

What to How to use When to

retrieve? retrieval? retrieve?

Text Chunks » Input layer — At beginning of generation (Once)
RAG (Lewis+, 2020)

Intermediate layers Every n tokens

RETRO (Borgeaud+, 2022) Retrieve-in-context
(Ram+, 2023; Shi+, 2023)

Adaptively

FLARE
(Jiang+, 2023)

https://acl2023-retrieval-Im.github.io/slides/3-architecture.pdf



Triggering Retrieval w/ Uncertainty

FLARE (Jiang+, 2023) generates content first then retrieves if LM
certainty is low

1

: [2]: ... [: . :

: [2]: ... I
1

! ]

! 1

r -
I[Sf]érCh results: D LM : Retriever
: ) " Search results: Dy, i
Retrieved (2 .. [: .. .
documents Search results: T"‘!a ' Q

X
Input X Generate a summary about Joe Biden.
______ e e e e e e e e e e e e e =
1
Step1 341 Joe Biden (born November 20, 1942) is the 46th president of the United States.
1
$1!1 Joe Biden (born November 20, 1942) is the 46th president of the United States.
1
1
Step 2 32: Joe Biden attended the University of Pennsylvania, where he earned a law
| degree.
1
ol He graduated from the University of Delaware in 1965 with a Bachelor of Arts
z: in history and political science.
1
I
Step 3 §3| Joe Biden announced his candidacy for the 2020 presidential election on August
1 18 2019. .
1
1
53: Joe Biden announced his candidacy for the 2020 presidential election on April
1
1

25, 2019.



Roadmap of RAG Evolution

Text Chunks — |nput layer » At beginning of generation (Once)
RAG (Lewis+, 2020)

Intermediate layers Every n tokens
RETRO (Borgeaud+, 2022) Retrieve-in-context
(Ram+, 2023; Shi+, 2023)
Tokens - Qutput layer Adaptively
[ OUNHLY ] FLARE
(Khandelwal+, 2020) (Jiang+, 2023)

https://acl2023-retrieval-Im.github.io/slides/3-architecture.pdf



Token-Level Softmax Modification

KNN-LM (Khandelwal+, 2020) retrieves similar examples and uses the
following token from them

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
C; Vg ki = f(ci) d; = d(q, k;) p(k;) oc exp(—d;) PrNN(y) = f Ly=y;p(ki)
Obama was senator for| llinois —| 4 Hawail|3 || Hawail 0.7 |— Hawaii | 0.8
Barack is married to | Michelle —| 100 llinois |4 [—*  lllinois |0.2 / » Iinois | 0.2
Obama was born in | Hawaii —> 5 Hawaii|5 | Hawaii |0.1
Obama is a native of | Hawaii — 3 Classification Interpolation
4 prym(y) p(v)=Apvn(y) + (L= ApLm(y)
Test Context Target Representation -
) e Hawaii | 0.2 Hawaii | 0.6
T 7= f(x) L
lllinois |0.2 —> llinois | 0.2
Obama’s birthplace is ? @O0® >




Roadmap of RAG Evolution

Text Chunks — |nput layer » At beginning of generation (Once)
RAG (Lewis+, 2020)

Intermediate layers Every n tokens
RETRO (Borgeaud+, 2022) Retrieve-in-context
(Ram+, 2023; Shi+, 2023)
Tokens - Qutput layer » Adaptively
KNN-LM Efficient NN-LM FLARE
(Khandelwal+, 2020) (He+, 2021) (Jiang+, 2023)

https://acl2023-retrieval-Im.github.io/slides/3-architecture.pdf



Token-Level Adaptive Retrieval

KNN-LM requires retrieval for each token - inefficient
He+, 2021 improved efficiency by adaptive retrieval

retrieve retrieve retrieve retrieve retrieve retrieve retrieve

e /' /¢ /"/x /[$/q /%

Joe Biden graduated from the University of Delaware

\ 4
retrieve retrieve retrieve retrieve
/X 8/ 8 /% /%

Joe Biden graduated from the University of Delaware
Py [0) = (1 = A)) Py (v [ x) + A00)Pran(Y | )

https://acl2023-retrieval-Im.github.io/slides/3-architecture.pdf



Roadmap of RAG Evolution

Text Chunks — |nput layer » At beginning of generation (Once)
RAG (Lewis+, 2020)

Intermediate layers Every n tokens
RETRO (Borgeaud+, 2022) Retrieve-in-context
(Ram+, 2023; Shi+, 2023)
Tokens - Qutput layer » Adaptively
KNN-LM Efficient NN-LM FLARE
(Khandelwal+, 2020) (He+, 2021) (Jiang+, 2023)

https://acl2023-retrieval-Im.github.io/slides/3-architecture.pdf



Retrieval Sources

Unstructured data: text (web or in-house)
Semi-structured data: text + table (e.g. PDF)

Issues: data corruption, retrieve information from tables

Methods: transform table into text and use text-only RAG - suboptimal
Structured data: knowledge graphs (KGSs)

Search related entities and relations to form the context

Retrieved Graph Data

S
g
&
&

pa3npoenu

%
3
<
)
%
®

transform
—

@ Adjacency/Edge Table

(Claude Monet, introduced, new
techniques)

(new techniques, emerged in, 19th
century)

(new techniques, revolutionized,
later art movements)

Code-like Forms

ing">

Claude Monet </ data > </ node >
new techniques </ data > </ node >
19th century </ data > </ node >

* ateype ="sring” > </ key >
</ key>

Natural Language E Node Sequence

Claude Monet introduced new
techniques. These new techniques
emerged in 19th century. These
new techniques revolutionized later
art movements.

Claude Monet— new techniques
» later art movements

Claude Monet— new techniques
» 19th century

g'?g Syntax Tree

Node feature
0: Claude Monet
1: new techniques.
0 2:19th century
3: later art movements
Edge feature
(0,1): introduced
(0,2): emerged in
(0,3): revolutionized
Structure:
center node: 0
1st-hop: 1
2nd-hop: 2, 3

traverse
P © @

Tree Construction

https://arxiv.org/pdf/2408.08921



GraphRAG (peng+, 2024)

Query

How did the artistic movements
of the 19th century impact the
development of modern art in
the 20th century?

A 4

Response

The artistic movements of
the 19th century influenced
modern art in the 20th
century by encouraging
experimentation with color,
form, and subject matter.
These movements paved
the way for abstraction,
expressionism, and other
innovative.

Query

How did the artistic movements
of the 19th century impact the
development of modern art in

the 20th century? i

\

1. Impressionist artists like
Claude Monet introduced new
techniques that revolutionized
the depiction of light and color.
v 2. The Impressionist technigues
influenced later art movements.
LLMs <= 3. Pablo Picasso pioneered
Cubism, which radically
transformed the approach to
visual representation.

4. Cubism emerged in the early
20th century and challenged
traditional perspectives on art.

Retrieved Text

v Response

Impressionist artists like Claude Monet in the 19th
century introduced new techniques that influence
later art movements. Pablo Picasso pioneered
Cubism relativity in the early 20th century. x

Query

How did the artistic movements
of the 19th century impact the —
development of modern art in

the 20th century? R

+

- (Claude Monet) - [introduced] -
(new techniques)

- (new techniques) —
[revolutionized] = (depiction of
v light and color)

- (Impressionist techniques) -
LLMS <= jinfluenced] - (later art
movements)

- (Pablo Picasso) - [pioneered] =
(Cubism)

- (Cubism) - [emerged in] - (early
20th century)

x Retrieved Triplets

v Response

Monet introduced new technigues that revolutionized
the depiction of light and color. His Impressionist
techniques influenced later art movements, including
Picasso's Cubism, which emerged in the early 20th
century. This influence helped shape Picasso's
mnovatwe approach to fragmented perspectives.

https://arxiv.org/pc3

KG can better help reasonlng mtenswe tasks




)  Three Types of RAG (Gao+, 2023)

ITERATIVE RECURSIVE ADAPTIVE
Provide more context information Break down complex problems step by step Flexible and active control of retrieval and generation

Query Query 1

————— Retrieve On Demand
Retrieve | ¢========

Retrieve | €—=--

1 Generate Special Token / Threshold

--=—-—>| Response

Response Response

1
I
|
I
|
1 Iterate )
Generate N Generate Transformation /
I Times Decomposition v
| l Query
: ( Generate J Transformation /
I 0 Decomposition
- —— -' '
|
|
|
|
l Max Times / Threshold l Max Depth (Tree) / Threshold 1
I
I
I
[



Prompting vs. RAG vs. Fine-Tuning (Gao+, 2023)

External Knowledge
Required

A

Modular RAG ————p————
: Organic combination of N
ngh { multiple modules \
- \

( Retriever Fine-tuning )

’

\

\
Advanced RAG \
Index/pre-retrieval/post-retrieval [|>. \
optimization BN

|
I
v T C Collaborative Fine—tuning)

All of the ébove

a5 ( Generator Fine-tuning )
A ?\
. . 1 Fine-tuning
XoT Prompt Prompt Engineering ! o/
eg.CoT,ToT ) _---=77 _.-— / [
| -
CFew—shot Prompt) /
vy ‘
Low ~- —C Standard Prompt )
. y,
G

Model Adaptation

>
|

Required
Low High



Prompting vs. RAG vs. Fine-Tuning (Gao+, 2023)

WMREREIBENOJLIPFER ?
—

CS Student

Prompting: directly answering it based on the internal knowledge
RAG: checking legal textbooks and answering it based on them
Fine-tuning: taking a related course and then answering it



Pros and Cons

Prompting
Pros: simple, efficient
Cons: fully relying on the internal knowledge

RAG
Pros: suitable for dynamic environments, high interpretability
Cons: high latency, retrieval quality

Fine-tuning
Pros: deep customization of the model’s behavior and style
Cons: high cost due to retraining

Choosing between RAG and FT depends on data dynamics, customization,
and computational capabilities in the application context.



RA-LLM Training

Training-free

Independent training

[ E‘Q Re‘rr'iever;j&—{

= Datastore]—» @@@—]

Input

 Large Language
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RA-LLM Training

Sequential training
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RAG Applications

RAG are better for knowledge-intensive tasks

Question Answering Fact Verification Dialogue

General NLP tasks (generation)
Summarization Machine Translation Code & Proof Generation

General NLP tasks (classification)

NLI Sentiment Analysis Commonsense Reasoning



RAG Advantages

Accuracy: RAG reduces hallucinations

Up-to-date: RAG can access the latest information

Interpretability / Reliability: RAG cites references for fact checking
Customization: RAG can utilize knowledge from specific domains
Safety / Privacy: RAG uses external data

Cost-efficiency: No model updating in RAG



Concluding Remarks

When to use RAG?
Long-tail knowledge n —
Knowledge update Query
Interpretability
Safety / Privacy

Documents

Prompt

Output
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