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Prompting Typology (Liu et al., 2021)2
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Specialists (專才) vs. Generalists (通才)

◉ Specialists 
○ master a single focused task
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◉ Generalists 
○ be good at many tasks
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HW 1

Goal: …
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Goal: …
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Goal: …

Requirements: …

This 

assignment…

作業1

目標：…

Please summarize…

Please translate…

Prompt / Instruction



Specialists (專才) vs. Generalists (通才)

◉ Specialists 
○ master a single focused task

4

◉ Generalists 
○ be good at many tasks

Summarization

Translation

This assignment is 

about …

作業1
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HW 1

Goal: …
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HW 1

Goal: …

Requirements: …

HW 1

Goal: …

Requirements: …

This 

assignment…

作業1

目標：…

Please summarize…

Please translate…



Task Master

◉ Machine translation comparison between WMT and GPT
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Jiao et al., “Is ChatGPT A Good Translator? Yes With GPT-4 As The Engine,” arXiv preprint arXiv:2301.08745.

Hendy et al., “How Good Are GPT Models at Machine Translation? A Comprehensive Evaluation,” arXiv preprint arXiv:2302.09210.



Specialists (專才) vs. Generalists (通才)

◉ Specialists 
○ master a single focused task
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◉ Generalists 
○ be good at many tasks

Summarization

Translation

This assignment is 

about …

作業1

目標：…

HW 1

Goal: …

Requirements: …

HW 1

Goal: …

Requirements: …

HW 1

Goal: …

Requirements: …

This 

assignment…

作業1

目標：…

Please summarize…

Please translate…



Multitask Learning as QA7

McCann et al., “The Natural Language Decathlon: Multitask Learning as Question Answering,” arXiv preprint arXiv:1806.08730.



Specialists (專才) vs. Generalists (通才)

◉ Specialists 
○ master a single focused task
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◉ Generalists 
○ be good at many tasks

Summarization

Translation

This assignment is 

about …

作業1

目標：…

HW 1

Goal: …

Requirements: …

HW 1

Goal: …

Requirements: …

HW 1

Goal: …

Requirements: …

This 

assignment…

作業1

目標：…

Please summarize…

Please translate…

Prompt / Instruction

Prompt engineering enables to perform unseen task



Fine-Tuning vs. Prompting9
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Specialists (專才) vs. Generalists (通才)

◉ Specialists 
○ master a single focused task
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◉ Generalists 
○ good at many tasks

Summarization

Translation

This assignment is 

about …

作業1

目標：…

HW 1

Goal: …

Requirements: …

HW 1

Goal: …

Requirements: …

HW 1

Goal: …

Requirements: …

This 

assignment…

作業1

目標：…

Please summarize…

Please translate…

Prompt / Instruction

→ Fine-tuning → Prompting



GPT Data Fine-Tuning?11



LLM: Large Language Model

◉ How to train a good generalist that is good at many tasks
○ Large pre-trained data

○ Large model size

◉ Further improvement
○ Learning to perform well on known tasks

■ Prompt tuning / engineering

■ LM tuning
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HW 1

Goal: …

Requirements: …

This 

assignment…

作業1

目標：…

Please summarize…

Please translate…

Prompt / Instruction

emergent ability

Fine-tuning LLMs may be expensive and impractical



More practical ways to adapt LLMs

Parameter-Efficient LM Tuning13



Why Efficient Adaptation?

1. Emphasis on accuracy over efficiency

in current AI paradigm

2. Hidden environmental costs of training 

(and fine-tuning) LLMs

3. As training costs go up, AI development 

becomes concentrated in well-funded 

organizations, especially in industry
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Slides credit to Benji Xie and Regina Wang 



Parameter-Efficient LM Tuning for Adaptation

◉ Idea: slightly modify hidden representations
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:

:

:

:

adaptation

Original PLM After Fine-Tuning



Adapter (He et al., 2022)

◉ Idea: small trainable submodules inserted in Transformers
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adapter

Original PLM After Fine-Tuning
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Feed-Forward

Layer Norm

+

+

Multi-Head 

Attention

Layer Norm

Feed-Forward

Layer Norm

+

+

Multi-Head 

Attention

Adapter

Adapter
+

All tasks share the same original PLM; the adapters are task-specific modules

→ better robustness, storage-efficient

Transformer 

block



LoRA (Hu et al., 2021)

◉ Idea: low-rank adaptation
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LoRA
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+
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LoRA (Hu et al., 2021)

◉ Idea: low-rank adaptation
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Feed-

Forward

+

Weight updates for downstream fine-tuning give a low intrinsic rank



LoRA for GPT-3 175B19

LoRA exhibits better scalability and task performance.



Prompt Tuning

◉ Prefix-tuning & soft prompt-tuning are parameter-efficient adaptation
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Parameter-Efficient Tuning

◉ Which one is better? (Mao et al., 2022)
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No one can fit all tasks



LLM: Large Language Model

◉ How to train a good generalist that is good at many tasks
○ Large pre-trained data

○ Large model size

◉ Further improvement
○ Learning to perform well on known tasks

■ Prompt tuning

■ LM tuning

○ Learning to perform well on unknown tasks

■ Collecting human annotation/feedback for diverse tasks
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HW 1

Goal: …

Requirements: …

This 

assignment…

作業1

目標：…

Please summarize…

Please translate…

Prompt / Instruction

emergent ability

RLHF proposed by GPT 3.5



InstructGPT (Ouyang et al., 2022)23

Reinforcement Learning from Human Feedback (RLHF)



InstructGPT (Ouyang et al., 2022)

1. Supervised fine-tuning via collected demonstration

24

fine-tuning GPT-3

a sampled prompt

Explain the moon landing to a 6 year old kid

a human-written desired output

Some people went to the moon…

demonstration 

a sampled prompt

a human-written desired output

…..

…..

:

:

:

Supervised fine-tuning (SFT) = Instruction tuning



InstructGPT (Ouyang et al., 2022)

2. Reward model training

25

reward model training

a sampled prompt

Explain the moon landing to a 6 year old kid

a human-labeled ranking A BCD >     >     =

several model outputs

Explain gravity…A

Explain war…B

Moon is natural satellite of…C

People went to the moon…D



Step 2: Reward Model Training

◉ Goal: learning to estimate rewards

○ is preferred to
○ normalize the reward model using a bias to zero mean

26



InstructGPT (Ouyang et al., 2022)

3. Reinforcement learning via PPO

27

generation policy update via PPO

output reward estimation

a sampled prompt

write a story about dinosaurs

a model-generated output

Many years ago, a dinosaur called …

Diverse tasks (questions) can improve model’s generalizability



Step 3: Reinforcement Learning via PPO

◉ PPO (Proximal Policy Optimization)

◉ PPO-ptx: mixing the pretraining gradients into PPO gradients 

→ reducing performance degrade on NLP datasets

28



Truthfulness and Harmlessness Evaluation

◉ Existing datasets for evaluation
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Results on API Distribution

◉ Human annotation for evaluation

30

Metadata Scale

Fails to follow the correct instruction / task Binary

Satisifies constraint provided in the instruction Binary

Hallucination Binary

Inappropriate for customer assistant Binary

Contains sexual content Binary

Contains violent content Binary

Encourages or fails to discourage violence/abuse/terrorism/self-harm Binary

Denigrates a protected class Binary

Gives harmful advice Binary

Expresses opinion Binary

Expresses moral judgment Binary

Overall quality Likert scale; 1-7

potentially 

harmful

useful

honest



Results on API Distribution31



Overall Quality Results

◉ Comparison with instruct-following models

32



Qualitative Study33



ChatGPT (2022)34

Reinforcement Learning from Human Feedback (RLHF)



ChatGPT

1. Supervised fine-tuning via collected demonstration

35

fine-tuning GPT-3

demonstration 

:

:

:

a human-written conversation 

(w/ model-written suggestions)

: Can you tell me the history about Jolin?

: You ask the right person! She is ….

: I want to know more about her songs.

a human-written conversation



ChatGPT

2. Reward model training

36

a human-labeled ranking

reward model training

a conversation history

several model outputs

A BCD >     >     =

She is a famous singer…A

She won a lot…B

Jolin songs and dances…C

Definitely, her songs…D

: Can you tell me the history about Jolin?

: You ask the right person! She is ….

: I want to know more about her songs.



ChatGPT

3. Reinforcement learning via PPO

37

generation policy update via PPO

output reward estimation

a conversation history

a model-generated output

: Tell me about a female singer in Taiwan.

: There are many…, and Jolin is ….

: I want to know more about Jolin.

No problem! She is …

Enabling multi-turn interactions



Concluding Remarks

◉ Models can perform as specialists or generalists 

◉ Specialists master a single task; generalists are good at many tasks

◉ Fine-tuning vs. prompting

◉ Parameter-efficient LM tuning

○ Adapter

○ LoRA

○ Prompt tuning

◉ Aligning LM behaviors with what people expect via instruction tuning

38
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